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Key points:  12 

• A high resolution Earth system model, capable of simulating realistic tropical 13 
cyclone-like circulations, is used to analyze the upper-ocean response to tropical 14 
cyclone forcing. 15 

• High-resolution coupled model simulations demonstrate skill in simulating 16 
realistic TC-induced sea surface responses and upper ocean heat convergence.  17 

• Results indicate that TCs can influence upper-ocean mixing and heat budgets, 18 
potentially leading to climate feedbacks affecting large-scale ocean/atmosphere 19 
circulation patterns and transports. 20 
 21 
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 22 
Abstract: 23 

Tropical cyclones (TCs) actively contribute to Earth's climate, but TC-climate 24 
interactions are largely unexplored in fully-coupled models.  Here we analyze the upper-25 
ocean response to TCs using a high resolution Earth system model, in which a 0.5° 26 
atmosphere is coupled to an ocean with two different horizontal resolutions: 1° and 0.1°. 27 
Both versions of the model produce realistic TC climatologies for the northwestern 28 
Pacific region, as well as the transient surface ocean response. We examined the potential 29 
sensitivity of the coupled modeled responses to ocean grid resolution by analyzing TC-30 
induced sea surface cooling, latent heat exchange and basin-scale ocean heat 31 
convergence. We find that sea surface cooling and basin-scale aggregated ocean heat 32 
convergence are relatively insensitive to the horizontal ocean grid resolutions considered 33 
here, but we find key differences in the post-storm restratification processes related to 34 
mesoscale ocean eddies. We estimate the annual basin-scale TC-induced latent heat 35 
fluxes are 1.70 ± 0.16 • 1021 J and 1.43 ± 0.16 • 1021 J for the high-resolution and low-36 
resolution model configurations, respectively, which account for roughly 45% of the total 37 
TC-induced ocean heat loss from the upper ocean.  Results suggest that coupled modeling 38 
approaches capable of capturing ocean-atmosphere feedbacks are important for 39 
developing a complete understanding of the relationship between TCs and climate. 40 

41 
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1. Introduction: 42 
Increasing evidence suggests TCs play an active role in influencing the dynamics of the 43 
coupled ocean-atmosphere system [Emanuel, 2001; Hart, 2011; Sriver et al., 2008, 2010; 44 
Sriver and Huber, 2007]. Several recent studies have shown that enhanced upper ocean 45 
mixing, associated with extreme TC winds, could lead to positive ocean heat convergence 46 
(OHC) [Bueti et al., 2014; Emanuel, 2001; Jansen et al., 2010; Mei et al., 2013, p.m; Mei 47 
and Pasquero, 2012; Park et al., 2011; Sriver, 2013; Sriver et al., 2010; Sriver and 48 
Huber, 2007], which may potentially alter large-scale circulations and transports of the 49 
ocean-atmosphere system [Boos et al., 2004; Emanuel, 2001; Hu and Meehl, 2009; 50 
Jansen and Ferrari, 2009; Pasquero and Emanuel, 2008; Sriver and Huber, 2010].  51 
These TC processes and feedbacks are not generally captured in current numerical 52 
models used for climate projections, but their representation may be necessary to reduce 53 
uncertainty in projections of climate change impacts. 54 
 55 
Numerical models are useful tools to explore the relationship between TCs and climate.  56 
Many uncoupled atmosphere and ocean modeling experiments have pointed to important 57 
climate connections associated with TCs. High resolution atmosphere models have 58 
demonstrated skill in simulating realistic TC-like circulations and basin-scale 59 
climatologies, and they have been used to examine the sensitivity of TC activity to 60 
prescribed changes in climate [Bacmeister et al., 2013; Camargo et al., 2005; Wehner et 61 
al., 2010], and increasing atmosphere model grid resolution can significantly improve the 62 
representation of simulated TCs [Bacmeister et al., 2013; Li et al., 2013; Manganello et 63 
al., 2012; Murakami and Sugi, 2010; Strachan et al., 2012; Walsh et al., 2013; Wehner et 64 
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al., 2014].  In addition to atmosphere-only experiments, ocean-only models have been 65 
used extensively to analyze the oceanic response to TC forcing, including TC influences 66 
on ocean heat convergence [Jansen and Ferrari, 2009; Vincent et al., 2013], mixing 67 
budgets [Huang et al., 2009; Mei and Pasquero, 2012], and large-scale ocean heat 68 
transport and circulations [Bueti et al., 2014; Jansen and Ferrari, 2009; Jullien et al., 69 
2012; Sriver et al., 2010; Sriver and Huber, 2010; Vincent et al., 2013; Wang et al., 70 
2014]. 71 
 72 
Ocean-atmosphere coupling is important for quantifying surface fluxes of heat and 73 
momentum within storm-affected regions [Bender and Ginis, 2000; Jullien et al., 2014], 74 
as well as potential remote impacts associated with altered dynamics [Bender and Ginis, 75 
2000; Jullien et al., 2014; Pasquero and Emanuel, 2008; Scoccimarro et al., 2011]. 76 
Several recent modeling studies have shown that coupled climate models are capable of 77 
simulating present day TC statistics, including geographical distribution, frequency and 78 
interannual variability [Bell et al., 2013; Gualdi et al., 2008; Kim et al., 2014; Rathmann 79 
et al., 2014].  These models typically exhibit biases across different basins due to their 80 
generally coarse model resolution, relatively short simulation times, and/or uncertainties 81 
related to integrated model responses and interactions. Coupled climate models have also 82 
been used to explore potential TC connections to large-scale climate features. For 83 
example, Hu and Meehl [2008] use a relatively coarse resolution (~2.8° atmosphere ~1° 84 
ocean) version of the Community Climate System Model (CCSM), to explore the effect 85 
of TCs on meridional volume and heat transports, finding that the positive influence of 86 
TC-induced diapycnal ocean mixing on meridional transports is partially modulated by 87 
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increased freshwater forcing associated with heavy TC precipitation. Also using a 88 
relatively low resolution version of CCSM3, Manucharyan et al. [2011] analyzed how 89 
imposed intermittent vertical ocean mixing associated with TC events may affect large-90 
scale ocean temperature structure and circulation patterns. They found that the additional 91 
TC-like mixing leads to both enhanced poleward ocean heat transport and tropical 92 
equatorial heat convergence. Scocccimano et al. [2011] investigated the North 93 
Hemisphere poleward ocean heat transport induced by model-generated TCs on both 94 
transient and long-term time scales with a 0.75° atmosphere and 2° ocean.  They 95 
concluded that TCs could largely enhance the ocean heat transport on weekly time scales, 96 
but the effect is negligible when considering annually averaged ocean heat transport.  97 
 98 
These past studies have provided fundamental insights into the potential relationship 99 
between TCs and climate, but they are generally limited by relatively coarse ocean grid 100 
resolution and a lack of appropriate ocean-atmosphere coupling for analyzing TC effects 101 
in the coupled system. While several studies (e.g. Wehner et al., 2014) have investigated 102 
the effects of increased atmosphere resolution on TC climatologies, the sensitivity of the 103 
upper-ocean response to ocean grid resolution has not been adequately addressed within 104 
coupled model frameworks. Here we analyze the upper ocean response to TCs using a 105 
high-resolution configuration of the Community Climate System Model version 3.5 106 
(CCSM 3.5) [Kirtman et al., 2012], which features an atmosphere model with 0.5° 107 
horizontal resolution coupled to an ocean model with two different horizontal resolutions 108 
(1° and 0.1°). This model is capable of simulating realistic TC circulations and cold 109 
wakes (Figure 1), as well as TC-induced subsurface thermocline warming [McClean et 110 



 6

al., 2011]. We use the results of the model experiments to analyze TC climatologies, the 111 
transient upper ocean response to TC passage, and basin-scale aggregated TC effects on 112 
ocean heat convergence and surface heat fluxes.  We focus our analysis on the 113 
Northwestern Pacific Ocean, which represents a region exhibiting a realistic TC 114 
climatology and seasonal variability within both model configurations.  A key goal of this 115 
paper is to examine the potential sensitivity of the coupled modeled response to 116 
increasing ocean grid resolution towards scales capable of resolving mesoscale ocean 117 
eddies.   118 
 119 
This paper is organized as follows. Section 2 describes the model, observational data, TC 120 
tracking scheme and methods for the OHC calculations. Section 3 is the main results 121 
section, which is divided into three parts.  We first analyze and compare the modeled TC 122 
climatologies of the two model configurations. We then investigate the sensitivity of 123 
surface responses, including surface cooling and latent heat fluxes, to ocean grid 124 
resolution. In particular, the sensitivities are further examined by analyzing potential 125 
effects of parameterized versus resolved mesoscale ocean eddies. Lastly, we show first-126 
order estimates of the basin-scale annual mean TC-induced latent heat budget and ocean 127 
heat convergence within the coupled model. The caveats of this study are discussed in 128 
Section 4. The main conclusions and implications of this work are summarized in Section 129 
5.  130 
 131 
2. Data and Methods:  132 
  2.1 Model description 133 
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We analyze model output from a set of century-scale present-day control simulations 134 
using high-resolution configurations of CCSM 3.5 [Gent et al., 2010; Kirtman et al., 135 
2012; McClean et al., 2011]. CCSM3.5 is a pre-release version of CCSM4 and includes 136 
the Community Atmospheric Model (CAM) version 3.5 [Gent et al., 2010; Neale et al., 137 
2008] coupled to the Parallel Ocean Program (POP) version 2 [Danabasoglu et al., 2012; 138 
Gent et al., 2010]. The modeling experiment consists of two simulations in which the 139 
0.5° atmosphere component model is coupled to two different versions of the ocean 140 
model. The low-resolution control simulation features ocean and sea-ice components 141 
with a nominal 1° horizontal resolution, with constant grid spacing in the zonal direction 142 
(1.2°) and varying grid spacing in the meridional direction (0.27° at the equator to 0.54° 143 
in the mid-latitudes).  The high-resolution control simulation features ocean and sea-ice 144 
components with a uniform 0.1° horizontal spacing at the equator, and reducing to ~0.02° 145 
at high latitudes. Both ocean model versions have 42 vertical levels with thickness 146 
varying from 10 m at the surface to 250 m at 6000 m depth. Momentum and heat fluxes 147 
at the air-sea interface are computed by the coupler and are shared among model 148 
components. Surface wind stress is calculated using relative wind, which refers to the 149 
difference between lowest model level wind and ocean current velocities. Ocean vertical 150 
mixing is parameterized using K-profile parameterization (KPP) scheme. Kirtman et al. 151 
[2012] find that small scale features resolved in the high resolution ocean model (e.g. 152 
mesoscale eddies) can alter large scale climate conditions, such as global mean 153 
temperature, general circulation patterns, Arctic sea ice losses, rainfall, ocean 154 
stratification, climate variability and air-sea interactions.   155 
 156 



 8

The simulations include over 100 years of monthly output from the ocean and 157 
atmosphere models, of which roughly 20 years of output also include a subset of daily 158 
surface variables. We focus our analysis primarily on the 20 years of daily surface output 159 
for analyzing the transient TC effects.  Available daily variables from the model 160 
simulations include: surface wind stress, surface temperature, surface latent and sensible 161 
heat fluxes, and precipitation rate.  The daily model output does not contain any 162 
subsurface ocean variables.  Our analysis is limited by the lack of daily subsurface ocean 163 
information; however, the available atmosphere surface outputs enable us to perform 164 
comprehensive sensitivity analyses of the transient TC-induced responses near the ocean-165 
atmosphere interface.  In addition, we analyze basin-scale TC-induced ocean heat 166 
budgets using previously published methods that combine daily surface temperature 167 
information with monthly vertical temperature profiles [Sriver et al., 2008] (see Section 168 
2.4), which are available for these simulations.  These methods have been shown to 169 
provide robust first-order estimates of transient ocean heat uptake compared to altimetry-170 
based estimates [Mei et al., 2013]. Note that such methods may overestimate the ocean 171 
heat uptake considering the importance of the variations in the pre-storm stratification 172 
[Vincent et al., 2012b], vertical advection [Jullien et al., 2012] and thermocline seasonal 173 
variations [Jansen et al., 2010].  These limiting assumptions provide important 174 
constraints on the first-order estimates of surface fluxes and ocean heat convergence. 175 

 176 
2.2 Tropical cyclone detection and tracking algorithm 177 
We developed an algorithm to identify TC-like circulations in the model.   The algorithm 178 
is adapted from previous studies analyzing TCs in atmosphere-only simulations 179 
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[Camargo and Zebiak, 2002; Li et al., 2013; Walsh et al., 2007; Zhao et al., 2009], based 180 
on the availability of daily variables outlined in Section 2.1.  We identify a TC-like 181 
circulation within the model using the following criteria: (1) cyclogenesis occurs within 182 
30° of the equator; (2) the maximum surface wind stress curl exceeds 2 ⋅10−6  ܰ ∙ ݉ିଷ, 183 
and maximum 10m wind speed exceeds 15 m ⋅ s−1corresponding to a relaxed threshold 184 
for the minimum wind speed for a tropical storm; (3) the horizontal scale is larger than 185 
200 km; (4) the storm center must not be stationary for more than 24 hours; and (5) the 186 
event must last for at least 3 days.  Criteria (3) and (4) are important constraints to filter 187 
standing ocean eddies, since we are using relative wind (differences between 10 m wind 188 
and ocean current) derived from surface wind stress as the basis for constructing TC 189 
surface wind fields. Several of our criteria are consistent with previous TC detection 190 
methods [Camargo and Zebiak, 2002; Zhao et al., 2009], however, some differences are 191 
necessary given the limited number of variables available from the model output.  For 192 
example, maximum surface wind stress curl is used to identify and locate a potential TC 193 
storm center, rather than the 850 hPa vorticity and minimum sea level pressure.  In 194 
addition, the cyclone core structure is not considered here. We have performed multiple 195 
sensitivity tests to optimize the detection and tracking algorithms and we calibrate the 196 
threshold values for each variable.  Results are visually inspected to ensure the 197 
characteristics of the identified circulations are consistent with TC events (Figure 1). 198 
Additional details about the procedure can be found in the supplementary material.  199 
 200 
2.3 Observational data 201 
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We use the Optimally Interpolated Sea Surface Temperature (OI SST) data product to 202 
analyze observed TC-induced near-surface ocean temperature responses. The OI SST is a 203 
hybrid product of the Tropical Rainfall Measuring Mission’s (TRMM) Microwave 204 
Imager (TMI) and the Advanced Microwave Scanning Radiometer (AMSRE) data, which 205 
provides complete daily SST at 0.25° horizontal resolution from 2002 to present 206 
[Gentemann, 2003, 2004; Gentemann et al., 2010].  We analyze all TCs globally between 207 
2003 and 2012 as defined by the best track data set, which combines track information 208 
from NOAA’s Storm Prediction Center and the U.S. Navy’s Joint Typhoon Warning 209 
Center. The best track product categorizes TC tracks within five different regions: North 210 
Atlantic, East Pacific, West Pacific, Indian Ocean, and Southern Hemisphere. We analyze 211 
sub-surface ocean properties using potential temperature profiles and mixed layer depths 212 
from the European Center for Medium-Range Weather Forecast Ocean Reanalysis 213 
System 4 (ECMRWF ORAS4), providing monthly ocean state information between 1957 214 
and present. Climatological mixed layer depth and SST in ORAS4 are compared with 215 
that from the World Ocean Atlas 2013 (WOA13) [Locarnini et al., 2013] to ensure 216 
validity of this dataset (Supplementary Figures S5 - S8). Annually and seasonally 217 
averaged observational wind data is from National Center for Climate Prediction/ 218 
National Center for Atmospheric Research (NCEP/NCAR) reanalysis. Monthly averaged 219 
eddy kinetic energy (EKE) is derived from 17 years (1993~2010) of monthly averaged 220 
sea surface height anomalies (SSA) [Le Traon et al., 1998], produced by Ssalto/Duacs 221 
and distributed by Aviso. The data is a gridded 1/4 ° x 1/4 ° global product merged from 222 
several altimeter satellite missions. The sea level anomalies are referenced to a 20-year 223 
period (1993-2012).  224 
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 225 
2.4 Calculation of TC-induced ocean heat convergence (OHC) 226 
The TC-induced, vertically integrated OHC is estimated following previous methods 227 [Emanuel, 2001; Sriver et al., 2008; Sriver and Huber, 2007][Emanuel, 2001; Sriver 228 
and Huber, 2007; Sriver et al., 2008]:  229 ܱܥܪ =  ∭  230 (1)                                                      ܮℎܹ݀݀݀ܶ∆ܨ
where F is the fraction of heat transported downward through the base of the oceanic 231 
mixed layer through mixing and entrainment, ∆ܶ is the magnitude of surface temperature 232 
anomaly, ݀ℎ is the depth of vertical mixing, and ܹ݀ and ݀ܮ  are the cross-track and 233 
along-track length of the storm wake. Seawater density ߩ and heat capacity C are held 234 
constant at 1020 kg / m3 and 3900 J/(kg ⋅ °C), respectively. In order to estimate F, we 235 
analyze surface latent heat exchange during TC days, as it is the second largest 236 
contributor to sea surface cooling [Huang et al., 2009] (see Section 3.3). We employ a 237 
footprint method that samples surface properties within a 6° x 6° domain (dW and dL), 238 
which is centered on the best track location and moves with the storm. The footprint 239 
domain size is consistent with area sizes used in other studies [Cheng et al., 2014; Hart et 240 
al., 2007; Lloyd and Vecchi, 2011; Mei and Pasquero, 2012; Sriver et al., 2008; Sriver 241 
and Huber, 2007]. At each storm location, temperature anomalies are calculated using 242 
SST from 2 days after storm passage relative to the average SST between 12 and 5 days 243 
prior to the storm.  Sensitivity analyses were performed to choose characteristic sizes of 244 
the footprint domain and time interval, and we chose values that maximized the TC 245 
effect.  The results presented here are generally insensitive to the choice of spatial and 246 
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temporal sampling scales, particularly for the comparison between model simulations 247 
with varying ocean grid resolution.  248 
 249 
We use three different strategies for estimating TC-induced mixing depths that we apply 250 
to both model simulations and observations. First, we assume a uniform and constant 251 
mixing depth of 50m, consistent with past case study analysis [D’Asaro et al., 2007] and 252 
methods used in previous observation-based studies [Sriver and Huber, 2007].  For the 253 
second method, we assume that vertical mixing for all storms penetrates to levels 254 
corresponding to the monthly climatological mixed layer depth at each grid point.  In the 255 
third method, we combine the TC-induced SST anomalies with monthly climatological 256 
vertical ocean temperature profiles to estimate mixing depth as the level from which 257 
water must be upwelled to achieve the observed surface temperature anomaly [Sriver et 258 
al., 2008].  In this method, mixing depth is calculated as dh = ΔT ⋅∂z / ∂T , where ∆ܶ is 259 
the TC-induced SST anomaly and ∂z / ∂T  is the inverse of the vertical temperature 260 
gradient obtained from the monthly climatological ocean temperature at each location.  261 
All three methods likely under-estimate the actual TC-induced vertical mixing length 262 
scale, but we chose these criteria in order to examine the robustness of the model’s 263 
response and resolution dependence under uncertain assumptions. Ocean heat 264 
convergence on each grid point is then calculated individually before being integrated 265 
across the footprint domain, to account for any non-uniform cooling anomalies within the 266 
domain.  267 
 268 
3. Model Results and Discussion 269 
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3.1 Modeled tropical cyclone number and climatology  270 
TC tracks accumulated over 20 years in both versions of the model are shown in Figure 271 
2a and 2b. We find that both the low-resolution and high-resolution simulations generally 272 
capture the spatial distribution of the global storm tracks. However, both model 273 
configurations exhibit several key limitations.  The total number of storms globally is 274 
roughly 50 % of the observed current-day climatology (Table 1). The annual TC counts 275 
in the north Atlantic and east Pacific basins are too low compared to observed 276 
climatologies (Figure 3). For the north Atlantic region, the bias may be attributed to 277 
relatively low annual SST (Supplementary Figure S1) and relatively high vertical wind 278 
shear (Supplementary Figure S2) within the Main Development Region for both 279 
simulations, which are both important environmental factors for TC development. The 280 
model also simulates storms in the South Atlantic basin, which are rarely observed in 281 
nature. The cause may be due to anomalously low vertical wind shear and warm SST in 282 
this region compared to observations (Supplementary Figures S1 and S2).  283 
 284 
In addition, the model does not capture storm intensities greater than Category 3 (Figure 285 
2).  The storm intensity distributions are similar between the two versions of the model, 286 
and they are shifted towards low values compared to observations (Figure 4).  The biases 287 
in intensity and number are likely linked to the relatively coarse (0.5°) atmosphere 288 
component resolution [Li et al., 2013; Shaevitz et al., n.d.; Strachan et al., 2012; Zhao et 289 
al., 2009], and similar limitations are common among other Earth system models 290 
[Camargo, 2013]. Recent findings using newer versions of CAM with higher horizontal 291 
grid resolution (0.25°) show significant improvements in the total number, although 292 
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biases still exist in the storm intensity and spatial distribution [Bacmeister et al., 2013; 293 
Wehner et al., 2014]. The intensity bias may also be due to the different methods of 294 
computing daily averaged storm wind speed between observations and model output.  295 
The best-track daily wind product represents the average of the 6-houly instantaneous 296 
maximum winds. The daily wind from the model is averaged over the entire day given 297 
the daily ocean model output frequency, which would smooth out the peak wind speed 298 
and lead to a low-bias compared to averages of 6-hourly instantaneous winds.  To test the 299 
hypothesis that the wind bias is due to the differences in time-averaging, we analyzed 5 300 
years of storm intensity distributions using a separate high resolution (0.25 deg. 301 
atmosphere, 0.1 deg. ocean) CESM coupled simulation [Small et al., 2014] where daily 302 
and 6-hourly output frequencies are both available for the same time period. We found 303 
that while the intensity distribution from the 6-hourly output is quite consistent with 304 
observations, the distribution computed from the daily output exhibits a similar low bias 305 
to our current model analysis (Supplementary Figure S3). This suggests that climate 306 
models with 6-hourly output frequency exhibit more accurate TC intensity distributions 307 
when comparing model output with best track data. Despite these biases, we find the 308 
CCSM3.5 model captures the observed seasonal variability in several key basins (see 309 
Figure 3), including the Northwestern Pacific region, which is where we focus our 310 
analysis.  311 
 312 
The consistency in storm intensity distribution suggests that both versions of the model 313 
represent similar climatological environmental conditions important for TC intensity. The 314 
effect of pre-storm SST is of particular interest here, since it may be sensitive to the 315 
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representation of mesoscale eddies. In order to diagnose the sensitivity of pre-storm SST 316 
to model resolution, we analyzed the frequency distribution of SST anomalies 3 days 317 
prior to storm passage for all storm days (Supplementary Figure S4). The anomalies are 318 
referenced to daily climatological values. The results show no significant difference in 319 
the distributions, suggesting that eddies do not have a major impact on pre-storm SST 320 
conditions in the model.  321 
    322 
3.2 Modeled TC-induced sea surface responses 323 
3.2.1. Spatial and temporal characteristics of sea surface cooling  324 
The annual averages of the accumulated TC-induced temperature anomalies for each 325 
version of the model are shown in Figure 2c and 2d. Both model versions exhibit spatial 326 
patterns of cooling that are consistent with previous observation-based analyses [Sriver et 327 
al., 2008; Sriver and Huber, 2007].  The magnitude of the accumulated TC-induced 328 
surface cooling in the model is generally lower compared to observations, which is due 329 
primarily to the model’s under-representation of the TC number and intensity. In 330 
addition, the modeled surface temperature response is generally insensitive to horizontal 331 
ocean grid resolution, and the biases are minimal in the Northwestern Pacific region. 332 
 333 
In order to diagnose the transient response of upper ocean temperature to TC passage, we 334 
analyze time series composites of the area-averaged SST anomalies for the low-335 
resolution and high-resolution simulations (Figure 5).  The anomalies are referenced to 336 
the pre-storm conditions (Figure 5, right panel), which are defined as the average SST 337 
over 12 to 5 days before the storm arrival, as well as to the 20-year daily climatology 338 
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(Figure 5, left panel). Comparing against climatologies can be useful to remove seasonal 339 
effects on timescales longer than a few weeks.  We test the sensitivity of the SST 340 
response to the averaging domain size using multiple footprints (2˚x2˚, 6˚x6˚, 10˚x10˚).  341 
In both model simulations, SST begins to decrease 2-3 days prior to the storm arrival, and 342 
it reaches a minimum 2 days following passage of the storm center. The magnitude of the 343 
maximum cooling is generally consistent between the two configurations. However, the 344 
high resolution configuration shows cooling approximately 0.1 ˚C stronger than the low 345 
resolution configuration within the 2˚x2˚ averaging footprint size, which may be due to 346 
differences in horizontal advection or surface heat fluxes (discussed in Section 3.2.2). 347 
This difference is smoothed out when averaged over a larger area.  In both versions of the 348 
model, the time scales of SST restoration to climatologically normal conditions are much 349 
longer than suggested by the observations [Dare and McBride, 2011; Lloyd and Vecchi, 350 
2011; Mei and Pasquero, 2012]. In the high resolution configuration, SST returns to 351 
climatology about 120 days later; in the low resolution configuration, the cold anomaly 352 
persists even after 200 days, which is similar to recent results of an ocean-only modeling 353 
experiment [Jullien et al., 2012].  354 
 355 
3.2.2 Temporal evolution of surface latent heat exchanges 356 
The temporal evolution of the surface latent heat fluxes during storm passage is shown in 357 
Figure 6. Similar to the analyses of the surface cooling, we averaged the latent heat fluxes 358 
using different footprint sizes centered on the TC center. Latent heat fluxes are 359 
represented as total values (Figure 6, right panel), as well as anomalies referenced to the 360 
long-term-mean daily climatology (Figure 6, left panel). In both versions of the model, 361 
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latent heat fluxes begin to increase about a week before the storm’s arrival, indicating an 362 
anomalous heat supply from the ocean to the atmosphere prior to the storm. The coupled 363 
model shows a spike on the day of the storm passage, and the peak value of the daily heat 364 
fluxes in the high resolution version is slightly higher than its low resolution counterpart 365 
across all the footprint sizes.  366 
 367 
Using the 6° x 6° footprint domain, we find the long term mean climatological daily 368 
average latent heat fluxes without TC forcing is 158W ⋅ m2  (145W ⋅ m2 ) in the high (low) 369 
resolution ocean configuration, while the latent heat flux under TC conditions is 270.61370 
W ⋅ m2  (241.75W ⋅ m2 ) in the high (low) resolution configuration. The magnitudes of 371 
latent heat fluxes with and without TCs are both consistent with the observational 372 
estimates based on Hurricane Isabel using high resolution satellite-derived dataset [Liu et 373 
al., 2011].  We use an observation-based case study of the Category 4 hurricane Frances 374 
in 2004 [Huang et al. 2009], as a first-order constraint on the modeled fluxes.  Huang et 375 
al [2009] estimate the daily averaged latent heat fluxes aggregated over a 400 km area on 376 
the day of the maximum intensity is 0.09 PW.  In the current study, the two strongest 377 
daily-averaged storm winds are 50 m ⋅ s−1  in low resolution version and 50.3 m ⋅ s−1  in 378 
high resolution version. Since the daily-averaged wind would underestimate the storm 379 
intensity (for reasons discussed in Section 3.1), it is possible that instantaneous winds 380 
may reach Category 4 (sustained wind >58 m ⋅ s−1 ).  The corresponding latent heat flux 381 
peak values integrated over a 400 km area are 0.12 PW and 0.14 PW, which are on the 382 
same order with the estimate of Huang et al. [2009].  383 
 384 
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The model also captures the reduction of latent heat fluxes caused by the cold wake after 385 
TC passage. The fluxes decrease by ~30 W ⋅ m2 when averaged over the 2˚ area and ~20 386 
W ⋅ m2  when averaged over the 6˚ area, representing ~13% to 20% decrease compared to 387 
the pre-storm values. The reduction in latent heat fluxes is consistent with observation-388 
based studies [D’Asaro et al., 2007; Liu et al., 2011], indicating that the coupled model 389 
approaches with a dynamic ocean may be capable of realistically capturing the negative 390 
feedbacks on TC intensification missing from atmosphere-only simulations.  391 
 392 
 393 
3.2.3 Potential modeled effects of mesoscale ocean eddies on TC wake recovery 394 
Horizontal ocean grid resolution may be important for simulating the storm-scale 395 
transient dynamic responses. In particular, the upper ocean restratification following TC 396 
wakes may be influenced by mesoscale eddy transport and mixing [Haney et al., 2012]. 397 
Mesoscale eddies’ horizontal scales are of the order of the baroclinic Rossby radius of 398 
deformation, typically of O(10km) (e.g., Killworth et al., 1997; Chelton et al., 1998).  399 
These effects are largely parameterized in the 1° version of the model and explicitly 400 
resolved in the 0.1° model.  401 
 402 
To explore the effect of mesoscale eddies on the TC-induced upper ocean response, we 403 
analyzed TC activity within regions of high and low annual mean eddy kinetic energy 404 
(EKE) for both models and satellite-based observations [Le Traon et al., 1998]. We 405 
estimate EKE using monthly sea surface height anomalies (SSHA) in both the 406 
observational data and model output. The global annual mean EKE for the model 407 
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simulations and observations are shown in Figure 7. Both versions of the model generally 408 
capture the spatial distribution of EKE, but the 0.1° model exhibits substantial 409 
improvement in the magnitude of EKE compared to the 1° ocean model (see also 410 
[Maltrud and McClean, 2005; McClean et al., 2002; Smith et al., 2000]).   411 
 412 
We first examine the potential relationship between wake recovery and background EKE 413 
by analyzing average wake responses within a high EKE region (30° - 40° N, 130° - 414 
175°), corresponding to large eddy activity within the Kuroshio current and extension. 415 
We analyzed the time series composites of the area-averaged (2° x 2°) SST anomalies 416 
and their e-folding recovery time scales, which is defined as the number of days 417 
necessary for the SST anomaly to return to e−1 of the maximum cooling (Figure 8). The 418 
two model versions exhibit similar characteristics, including the fluctuating pattern of 419 
SST time series, the magnitudes of maximum cooling, and the e-folding time scales of 13 420 
days. 421 
 422 
We performed further analyses regarding the relationship between EKE, SST cooling and 423 
e-folding time by including all the storm days globally, in an attempt to gain additional 424 
insight into the sensitivity of the responses to ocean grid resolution. Figure 9 shows the 425 
relationship between EKE and e-folding time (upper), and between EKE and maximum 426 
SST cooling (lower). EKE is normalized in the right panels, in which the circles are bin 427 
averages and the error bars are their respective standard errors. Results indicate that, 428 
although the EKE magnitudes are very different between the model simulations and 429 
observations, the TC-induced responses exhibit similar patterns when using normalized 430 
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EKE. In particular, the e-folding time in the high EKE regions are generally consistent 431 
between observations and the 0.1° ocean simulation, suggesting the potential importance 432 
of eddies in wake recovery and possible improvement of the 0.1° ocean model over the 433 
1° model. However, the relevance and robustness of this result is difficult to interpret 434 
given the disparity in the magnitude of EKE between model simulations and lack of 435 
subsurface ocean information from the model output.  436 
 437 
 438 
3.3 First-order estimates of TC-induced upper ocean energy budget 439 
Despite the lack of subsurface ocean fields, the availability of daily surface properties and 440 
monthly subsurface ocean temperature enables us to estimate the modeled basin-scale 441 
TC-induced OHC using different strategies accounting for mixing depth (discussed in 442 
Section 2.4).  The results are summarized in Figure10. The average TC mixing depths 443 
and their corresponding OHC estimates are sensitive to the choice of vertical mixing 444 
length scale calculation; however, the modeled OHC estimates are generally consistent 445 
between the two simulations for each mixing depth calculation.  Differences between the 446 
two simulations may be partly attributed to variations in the background ocean state 447 
(Supplemental Figure S4), since the upper ocean temperature structure in the high-448 
resolution model exhibits stronger stratification effects than the low resolution model. We 449 
find that varying mixing depths based on the climatological vertical ocean temperature 450 
gradients leads to the largest estimation of TC-induced OHC. This is because the location 451 
of the most significant surface cooling corresponds to areas with the deepest mixing, as 452 
indicated by the large spread over the mean mixing depth for this method (Figure10a). In 453 
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contrast, defining the mixing length based on the depth of the climatological mixed layer 454 
yields the smallest TC-induced OHC.  This method likely underestimates the effect of 455 
TCs on the vertical redistribution of ocean heat, even for relatively low intensity storms 456 
considered here, because TC-induced mixing typically penetrates to depths significantly 457 
below the base of the seasonal mixed layer. 458 

 459 
In addition to vertical mixing, TC-induced latent heat fluxes can also contribute to ocean 460 
surface cooling. Coupled modeling frameworks have the advantage of capturing surface 461 
fluxes within TC regions. We have shown in Section 3.2.2 that both versions of the 462 
model are capable of simulating surface latent heat responses to TCs that are generally 463 
consistent with observations. Here we estimate the basin-scale annually accumulated TC-464 
induced latent heat budget within the coupled model and its contribution to the total 465 
upper ocean heat loss during TC passage.  466 
 467 
For each storm day, we integrate the daily average latent heat fluxes from day 0 to day 2 468 
relative to TC passage over a 6˚ domain. The period of 0-2 days is chosen in order to 469 
account for all the latent heat exchange responsible for the total upper ocean heat loss, 470 
which we estimate with the maximum SST cooling that occurs on day 2 (see Figure 5). 471 
The annually accumulated basin-scale latent heat fluxes are 1.70 ± 0.16 • 1021 J in the 472 
high resolution model and 1.43 ± 0.13 •1021 J in the low resolution model, representing 473 
47% and 45% of the total TC-induced OHC estimates in the high and low resolution 474 
model configurations, respectively (see also Table 2). This contribution of latent heat 475 
exchange is similar to the estimate of Vincent et al. [2012a], who found ~43% of ocean 476 
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heat anomalies are due to latent heat fluxes. Results suggest that surface latent heat fluxes 477 
account for a substantial amount of heat loss from the upper ocean during TC events, 478 
which may have important implications for global heat and energy budgets in coupled 479 
models. 480 
 481 
We apply the basin-scale latent heat flux as a constraint on the oceanic heat convergence 482 
induced by TCs in the model simulations (corresponding to F=0.53 (0.55) in the high 483 
(low) resolution version in Equation 1). Using the varying mixing depth strategy, we 484 
estimate the modeled TC-induced, surface flux-corrected annual Northwestern Pacific 485 
basin-scale OHC to be 0.17 ∙ 10ଶଶJ in the low-resolution simulation and 0.19 ∙ 10ଶଶJ in 486 
the high-resolution simulation, corresponding to a mean annual rate of 0.05±0.005 PW 487 
(1 PW=10ଵହ W) and 0.06±0.005 PW, respectively. In order to make a comparison 488 
between the model and observations, we compare the model results with 60% of the total 489 
basin-scale OHC in the observations, since the TC number in the model is about 60% of 490 
the observational record in the northwestern Pacific basin (see Table 1). Due to the lack 491 
of observational estimates of latent heat fluxes within TCs, we apply F = 0.55 from the 492 
model for the observational OHC calculation. The annual surface flux-corrected basin-493 
scale OHC for all the storm intensities in the observations is 0.35 ∙ 10ଶଶJ, and 60% of 494 
which is 0.21∙ 10ଶଶJ. This value is comparable with the modeled results. These first-order 495 
estimates suggest that the coupled model is capable of capturing realistic surface heat 496 
fluxes and the upper ocean heat convergence responses to tropical cyclones.  These 497 
preliminary results point to the potential importance of using high-resolution coupled 498 
modeling approaches to advance our understanding about tropical cyclones and climate. 499 
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 500 
4. Caveats 501 
This study includes several important simplifying assumptions and caveats, in addition to 502 
the methodological constraints discussed in section 2. Although the 0.5˚ resolution 503 
atmosphere model is shown to be capable of capturing realistic TC circulations and 504 
spatial distributions in the northwestern Pacific, the storm intensities are likely to be 505 
underestimated. Thus, potential differences in the storm-induced responses for extremes 506 
storms cannot be examined using this model.   507 
Shear instability induced by near-inertial waves contributes to TC-induced SST cooling 508 
through turbulent entrainment at the base of the mixed layer [Cuypers et al., 2013; Ginis, 509 
2002].  This effect is dependent on the magnitude of near-inertial energy input by the 510 
winds to the ocean, as well as the dissipation of the near-inertial energy beneath the 511 
oceanic boundary layer. The modeled near-inertial energy input by the winds is highly 512 
dependent on the resolution of the atmospheric component and on the coupling frequency 513 
[Jiang et al., 2005; Jochum et al., 2013]. The atmospheric model considered here (0.5˚) is 514 
not capable of simulating extreme TC events or the fine-scale atmospheric frontal 515 
features that can be important for generating near-inertial energy input to the ocean.   516 
Under this situation, the KPP vertical mixing parameterization scheme used in the model 517 
would not provide sufficient near-inertial wave-induced shears [Large et al., 1994; 518 
Jochum et al., 2013]. A parameterization for the dissipation of near-inertial energy in the 519 
upper ocean is not applied in the present (CCSM3.5) or in more recent versions of this 520 
model [Jochum et al., 2013]. Improved representation of this effect could impact mixed 521 
layer depth, SST and precipitation patterns [Jochum et al., 2013].  Whether the results 522 



 24

presented here would change under improved representation of near-inertial waves in the 523 
model is an open question, which will be the topic of a future paper.   524 
 525 
The effect of mesoscale eddies on ocean surface cooling due to entrainment would also 526 
likely depend on the vertical resolution.  Both simulations feature the same relatively 527 
coarse vertical resolution (42 levels).  Increasing vertical resolution (particularly near the 528 
surface) may induce a stronger eddy effect on surface cooling that are not captured here.  529 
 530 
5. Conclusions  531 
Upper ocean responses to TCs in a fully-coupled Earth system model with varying 532 
horizontal ocean grid resolution are investigated in this paper.  We analyzed the 533 
resolution-dependent responses by examining simulated TC climatologies, sea surface 534 
cooling responses and latent heat budgets. We estimate TC-induced OHC in the 535 
Northwestern Pacific for both model configurations from near-surface atmosphere and 536 
ocean fields using multiple strategies accounting for uncertainties in vertical mixing 537 
length scales.  538 
Results indicate that the ocean surface responses and basin-scale aggregated TC 539 
influences on upper-ocean heat budgets within the coupled model configurations 540 
considered here are relatively insensitive to the choice of ocean grid resolution, when 541 
considering 1° versus 0.1° resolution. This suggests that the surface eddy flux 542 
parameterization in the low-resolution model may be sufficient for capturing the basin-543 
scale horizontal temperature distribution and heat transport induced by mesoscale eddies 544 
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[Danabasoglu et al., 2008].  However, it is important to consider limitations in the ocean 545 
model’s representation of near-inertial wave response when interpreting these results, as 546 
well as relatively coarse (0.5˚) atmosphere model resolution which is unable to simulate 547 
frontal systems important for near-inertial energy input to the ocean.   TC-induced ocean 548 
sensitivities to horizontal grid resolution may emerge with improved representation of 549 
near inertial waves, which could influence transient intra-seasonal dynamic responses to 550 
TC forcing as well as post-storm wake recovery, ocean heat uptake, upper-ocean 551 
currents, and meridional transports.  552 
Given the magnitude of the modeled and observed TC-induced fluxes of heat and 553 
momentum at the atmosphere-ocean interface, and the resulting positive ocean heat 554 
convergence, these results point to the importance of coupled model approaches to 555 
developing a more complete understanding about the relationship between TCs and 556 
climate.  Coupled modeling initiatives utilizing ultra-high resolution modeling 557 
frameworks may provide fundamental insight to potential TC-induced feedbacks that 558 
influence large-scale ocean and atmosphere heat budgets and circulation patterns.  559 
 560 
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Figures 777 
 778 

 779 
Figure 1. .  A. Simulated TC circulation using CCSM3.5 with a 0.5° atmosphere model.  780 
B. The corresponding surface temperature anomaly from the 0.1° eddy-resolving ocean 781 
component.  The temperature anomaly is estimated as the post-storm minus pre-storm 782 
temperature fields. 783 
 784 
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  785 
Figure 2. Model-simulated storm tracks accumulated over 20 years in the (a) low 786 
resolution and (b) high resolution configurations. Modeled annually accumulated, storm-787 
induced average sea surface cooling for the (c) low resolution and (d) high resolution 788 
configurations.  789 
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 790 
Figure 3. Monthly averaged storm counts of TCs in five tropical cyclone basins – (upper 791 
to lower) North Atlantic, East Pacific, Indian Ocean, South Hemisphere, and Northwest 792 
pacific. Red and blue curves represent results from the low and high resolution model 793 
simulations, respectively.  Black curves indicate observation-based results only 794 
considering TC up to category 3 to enable direct comparison with model results. 795 
 796 
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  797 
Figure 4. Frequency distributions of (a) the maximum wind speed of each tropical 798 
cyclone event and (b) the wind speed of each storm day in the Northwestern Pacific basin 799 
for observations (OBS), low resolution configuration (LRC) and high resolution 800 
configuration (HRC). Here we only consider storm days with wind speed exceeding 15 801 
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m ⋅ s−1 .802 

 803 
 804 
Figure 5. Temporal evolution of composite TC-induced sea surface temperature 805 
anomalies relative to daily climatology (a,c,e) and anomalies relative to pre-storm 806 
conditions (b,d,f) in the Northwest Pacific basin for low-resolution simulation (LRC) and 807 
high-resolution simulation (HRC), The SST anomaly is averaged over a (top) 2°x2°, 808 
(middle) 6°x6°, and (bottom) 10°x10° TC footprint domain size that moves with the 809 
storms. 810 
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 811 
Figure 6. Temporal evolution of composite TC-induced surface latent heat fluxes 812 
anomalies relative to daily climatology (a,c,e), and their total values (b,d,f) in the 813 
Northwest Pacific basin for low-resolution simulation (LRC) and high-resolution 814 
simulation (HRC). The latent heat flux anomaly is averaged over a (top) 2°x2°, (middle) 815 
6°x6°, and (bottom) 10°x10° footprint domain size that moves with the storms. 816 
 817 
 818 
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 819 
Figure 7. Logarithm of the annually averaged eddy kinetic energy (EKE) of (a) satellite-820 
based observations, (b) low-resolution model simulation, and (c) high-resolution model 821 
simulation.  822 
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 823 
Figure 8. Temporal evolution of composite TC-induced sea surface temperature anomaly 824 
relative to daily climatology in the high EKE region (30° - 40° N, 130° - 175°) for high 825 
resolution configuration (HRC) and low resolution configuration (LRC). The number of 826 
storm days and the average e-folding time scales are denoted in the parentheses. 827 
 828 
 829 
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 830 
Figure 9. . Relationship between EKE and e-folding time (upper panels), and between 831 
EKE and maximum sea surface cooling (lower panels) in observations (green), low 832 
resolution simulation (blue), and high resolution simulation (red). The circles are bin 833 
averages and the error bars are their respective standard errors. EKE is normalized on the 834 
right panels.  835 
 836 
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 837 Figure 10. Composite area-mean mixing depth of each storm day in the Northwest 838 Pacific basin for low-resolution simulation (LRC) and high-resolution simulation 839 (HRC), computed with three strategies – (from left to right) constant mixing depth 840 of 50m, monthly mean climatological mixed layer depth, and varying mixing depth 841 derived from ocean potential temperature profiles. The averaging area is a 6°x6° 842 grid box. The error bars indicate the range of mixing depth within the averaging 843 area for the analysis period (20 years). (b) Annually accumulated, storm-induced 844 
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average ocean heat uptake in the Northwest Pacific basin, computed with the three 845 corresponding mixing depth strategies. A discrete method is used to account for the 846 non-uniform mixing within the 6°x6° averaging domain. Error bars represent the 847 plus or minus 1 standard deviation 848  849  850 Number OBS LRC HRC Annual global storm number  92 45.7 45.3  Annual storm number in northwestern Pacific (total) 
 26.5  15.4  16.6 

Table 1. Modeled and observation-based annual storm number. 851 
 852 
 853 
 854 

Data LRC HRC Latent heat exchange (J) 1.43e+21 1.70e+21 Total OHC (J) 3.08e+21 3.57e+21 Percentage of latent heat flux in total OHC  45% 47% 
Mixing-induced OHC (J) 1.65e+21 1.87e+21 Mixing-induced OHC (PW) 0.05  0.06 Standard deviation of the distribution of annual OHC 0.02143 0.03351    
Table 2. Surface latent heat flux, total OHC, mixing-induced OHC, and the range and 855 
standard deviation of OHC in the two model simulations 856 
 857 
 858 
  859 
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